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Cybersecurity: Exploring core concepts through  
six scenarios 
Alan T. Sherman , David DeLatte, Michael Neary , Linda Oliva, Dhananjay 
Phatak, Travis Scheponik, Geoffrey L. Herman , and Julia Thompson 

ABSTRACT 
The authors introduce and explain core concepts of cybersecurity 
through six engaging practical scenarios. Presented as case 
studies, the scenarios illustrate how experts may reason through 
security challenges managing trust and information in the 
adversarial cyber world. The concepts revolve around adversarial 
thinking, including understanding the adversary; defining 
security goals; identifying targets, vulnerabilities, threats, and 
risks; and devising defenses. They also include dealing with 
confidentiality, integrity, availability (known as the “CIA triad”), 
authentication, key management, physical security, and social 
engineering. The authors hope that these scenarios will inspire 
students to explore this vital area more deeply. 

The target audience is anyone who is interested in learning-
about cybersecurity, including those with little to no back-
ground in cybersecurity. This article will also interest those who 
teach cybersecurity and are seeking examples and structures for 
explaining its concepts. For students and educators, the authors 
include selected misconceptions they observed in student 
responses to scenarios. The contributions are novel educational 
case studies, not original technical research. 

The scenarios comprise responding to an e-mail about lost 
luggage containing specifications of a new product, delivering 
packages by drones, explaining a suspicious database input 
error, designing a corporate network that separates public and 
private segments, verifying compliance with the Nuclear Test 
Ban Treaty, and exfiltrating a USB stick from a top-secret 
government facility. 

KEYWORDS  
computer security; 
Cybersecurity Assessment 
Tools (CATS); cybersecurity 
education; information 
assurance   

1. Introduction 

Securing cyberspace is a vital challenge to business activities, our economy, 
the safety of critical infrastructure, government, individual privacy, and our 
national security. Criminals, business competitors, nation states, terrorists, 
political activists, and other malicious and non-malicious adversaries threaten 
to steal money and resources, manipulate election outcomes, disrupt business 
operations, destroy property and lives, and undermine military effectiveness. 
To address these threats, Frost and Sullivan (2013) projected a strong and 

none defined  
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growing need for trained cybersecurity professionals. This article aims to 
increase awareness about cybersecurity, motivate individuals to pursue career 
opportunities in cybersecurity, and provide effective educational materials for 
cybersecurity. 

We introduce and explore core concepts of cybersecurity through six 
realistic scenarios, accessible to readers with little to no background in 
cybersecurity. For any of the topics that the reader may find challenging, or 
wishes to explore more deeply, we invite the reader to consult the cited refer-
ences. Our primary goal is to create a useful learning resource that will help 
anyone understand cybersecurity in an effective and engaging way. The con-
tributions are novel educational case studies, not original technical research. 

We uncover important, cross-cutting concepts through a series of case 
studies. These scenarios show how cybersecurity professionals identify 
their adversaries, detect potential vulnerabilities in computer systems, 
and devise mitigations that can stop adversaries from exploiting those 
vulnerabilities. 

The article highlights six scenarios, each beginning with a concise prompt. 
Each scenario motivates a rich discussion of important, difficult, and timeless 
cybersecurity concepts. The scenarios raise important issues dealing with the 
following: 
1. Determining whether to trust the purported sender of an e-mail, and 

deciding how to send information securely over the Internet; 
2. Analyzing the security of package delivery by drones; 
3. Validating inputs to mitigate the risk of injection attacks; 
4. Controlling the flow of information across network boundaries, and safely 

handling potentially dangerous digital objects; 
5. Designing a system that applies public-key cryptography to provide 

authentication without secrecy, and 
6. Devising attacks involving physical security and social engineering. 

Designers and defenders of computer systems must protect against both 
malicious and non-malicious, intentional and unintentional threats. To this 
end, it is necessary to think adversarily, a mindset we hope to encourage 
through this article. 

Adversarial thinking involves reasoning about actions and goals in a 
context in which there might be bad actors attempting to defeat those goals 
and carry out their own nefarious actions. Such reasoning requires an 
understanding of the goal requirements, as well as an understanding of 
who the bad actors are along with their objectives, resources, access, 
capabilities, knowledge, motivations, and risk tolerance. It also requires a 
technical understanding of the computer systems and their potential 
vulnerabilities. Adversarial thinking, and the associated management of 
trust and information in computer systems and networks, is the core of 
cybersecurity (Parekh et al. 2017). 

2 A. T. SHERMAN ET AL. 
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Systems that are resilient against intentional malicious actors will also be 
safer against more benign threats and error conditions. Adversarial thinking 
is an essential skill for everyone involved with information technology. 

Section 4.1 provides a short glossary of selected key terms and concepts for 
readers who feel the need for supplementary explanations. The reader desiring 
more background in computer science, cryptography, computer security, and 
cybersecurity may wish to consult Schneier (1996), Bishop (2003), Kim and 
Solomon (2014), Stallings (2018), and Wikipedia; Section 4.2 suggests 
additional resources. 

1.1. Note to educators 

We developed the scenarios to elucidate the core concepts of cybersecurity 
that we identified through two Delphi processes that we carried out in fall 
2014 (Parekh et al. 2017). Identifying core concepts of cybersecurity is an 
important step in determining what should be taught and in developing 
effective strategies for teaching and learning cybersecurity. Section 3.1 
explains how we generated the scenarios. 

Our primary target readers are students in any first course in cybersecurity, 
regardless of discipline. This article may also interest instructors and 
professionals because the scenarios raise imperfectly solved challenges. 

This article is part of a larger project, educational Cybersecurity Assessment 
Tools (CATS),1 which is developing two machine-gradable tests. The first 
assesses how well students in any first course in cybersecurity understand 
cybersecurity concepts (Sherman et al. 2017); the second assesses how well 
a college curriculum prepares graduates entering a career in cybersecurity. 
These assessment tools will contribute infrastructure for a rigorous 
evidence-based improvement of cybersecurity education.2 

In the first year of the project, we conducted two Delphi processes to 
identify core concepts of cybersecurity. In the second year, we interviewed 
26 students to understand how students reason about these concepts (for a 
preliminary report on these interviews, see (Scheponik et al. 2016)). The six 
scenarios in this article are drawn from the 12 prompts we developed for these 
interviews. Section 3.2 highlights some of the misconceptions and problematic 
reasoning we encountered during these interviews; at the end of each 
scenario, we also provide examples of a few notable misconceptions. 

2. Six scenarios 

The following six scenarios explore and elucidate core concepts of 
cybersecurity through concrete challenges. We present each scenario with a 
1http://www.cisa.umbc.edu/cats/index.html 
2Schneider (2013) articulates the need for more thought in cybersecurity on what should be taught and how to 

teach it.  
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prompt, brief initial remarks, a detailed response, notable examples of 
misconceptions we observed, and some notes to the engineering literature. 
Although each prompt is concise, it invites a rich, broad, and complex 
discussion, which can reveal a wide variety of levels of understanding of 
cybersecurity concepts. We encourage the reader to pause and reflect deeply 
on each prompt before continuing to read our response. 

These scenarios involve (1) responding to an e-mail about lost luggage 
containing specifications of a new product, (2) delivering packages by drones, 
(3) explaining a suspicious database input error, (4) designing a corporate 
network that separates public and private segments, (5) verifying compliance 
with the Nuclear Test Ban Treaty, and (6) exfiltrating a USB stick from a 
top-secret government facility. 

Our responses should be considered exemplary but not definitive. There is 
no single “right” answer to any of these complex cybersecurity challenges. 
Consequently, there is value in iterating over the analysis process multiple 
times. 

2.1. Lost luggage 

Bob’s manager Alice is traveling abroad to give a sales presentation. Bob 
receives an e-mail with the following message: “Bob, I just arrived and the 
airline lost my luggage. Would you please send me the technical specifications 
for our new product? Thanks, Alice.” What should Bob do? 

2.1.1. Preliminary remarks 
This prompt involves several practical aspects of cybersecurity, particularly 
authentication, but also integrity and confidentiality. The deliberately 
unspecified adversarial model motivates us to explore the relationship 
between adversary capabilities and security practices. We encourage the 
reader to pause to imagine a type of adversary and to offer a solution; then, 
continue with the response below. 

2.1.2. Response 
Reading the prompt with an adversarial mindset, some questions arise 
immediately: Is the communication really from Bob’s boss Alice? How can 
we verify the authenticity of the communication and its sender? What steps 
must be taken in advance to support authentication? What adversaries might 
be interested in obtaining the presentation, and what do good judgement and 
common sense suggest about their capabilities? If Alice’s identity is verified, 
what techniques enable a timely resolution of the problem? How crucial is 
the sales presentation to the success of the company? Is this a routine presen-
tation given many times before, or is it a new cutting edge product that 
disrupts the business model of the competition? 

4 A. T. SHERMAN ET AL. 
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Concerns, adversarial model, policy. The questions above highlight some of 
the many concerns that arise when considering the security of communica-
tions involving intellectual property. Preparation is critical, and included in 
that preparation is defining the adversarial model: What will be protected? 
What are the adversary’s motivations and goals? What are the adversary’s 
capabilities? What do we trust? 

To begin, we assume that the presentation is very sensitive proprietary 
information that could cost a significant percentage of the company’s profits 
if it were released to a competitor. Further, we assume that some competitors 
would be willing to take risks to acquire the information, such as using 
deception, hacking, or social engineering. 

Impersonating Alice by setting up a new e-mail account is straightforward. 
Discovering that Alice is traveling might be as simple as an overheard conver-
sation or a post in social media. A company policy and training program that 
discourage sharing information about business travel could improve security, 
but we will assume that our adversary is able to learn that Alice is traveling 
along with her destination. With an adversarial mindset, we must have some 
healthy paranoia and assume that the adversary may know details gathered 
from a variety of sources. 

Bob’s dilemma begins with tension between the (apparent) requirement to 
support his boss with the requirement that company information must be 
protected from the competition. 

Policy is also important in shaping Bob’s reaction. It can raise Bob’s level of 
security awareness. Is this sort of problem unexpected due to carefully 
designed plans for handling company assets? Why was the sensitive material 
placed in a potentially vulnerable location? Clear guidelines (e.g., “the USB 
stick must be carried on your person”) reduce risk, but perhaps Alice 
encountered unforeseen circumstances such as being required to check a 
bag at the airline gate. Security measures must be sufficiently robust to adapt 
to unexpected events. 

Useable security must also be a goal. Both Alice and Bob need training in 
cybersecurity to perform their duties effectively, but it is not reasonable to 
expect either of them to be a cybersecurity expert. Practical cybersecurity 
includes the development by experts of solutions that automatically 
determine the authenticity of a communication and provide appropriate 
mechanisms for confidentiality and integrity during the exchange of 
sensitive information. 

Setting up a foundation for secure communications. Bob’s dilemma might be 
solved, or even have been prevented, if the company had established a secure 
corporate e-mail system using standard tools of cryptography. 

Digital signatures enable authentication of Alice as sender of the message. 
Encryption protects the confidentiality (but not necessarily integrity) of the 

CRYPTOLOGIA 5 
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sales presentation that Bob would send to Alice. Hash functions support 
integrity of transmissions, facilitating the detection of any message 
modification. Message Authentication Codes (MACs) provide authentication 
and integrity. All require advance preparation (establishing keys and policies) 
and systems that efficiently provide the necessary cryptographic support in a 
way that is transparent to the users. Although Bob may not completely under-
stand the technical solution enabling security, his training should include a 
clear idea of the adversarial model so that simply avoiding the security that 
is in place by using an ad hoc communication channel is discouraged, 
difficult, or impossible. 

If the company used a secure e-mail system, Bob could check if the e-mail 
came from Alice’s company e-mail server and included a valid digital 
signature. The National Institute of Standards (NIST) provides specifications 
for a digital signature based on one of several possible cryptographic 
primitives, for example RSA-PSS, the Digital Signature Algorithm (DSA), or 
a variant of DSA relying on elliptic curves, ECDSA. In each of these systems, 
Alice must have a pair of keys: one for signing and one for verifying 
signatures. NIST also defines standards for the SHA-2 and SHA-3 hash 
functions (2015; Dworkin 2015).3 

Message integrity, ensuring that Alice’s message arrived without modifi-
cation, can be provided as part of the digital signature process, which provides 
authentication. A cryptographic hash function creates a digest (fixed-length 
tag) that is generated from Alice’s message. The cryptographic aspect of 
“cryptographic hash” connotes that it is not possible to modify the message 
and produce the same tag, nor to find any two different messages that 
produce the same tag. Any modification to the message would result in a 
detectable change to the hash tag. 

If Alice additionally wanted confidentiality, she would encrypt the message 
payload. The situation is symmetrical, and Alice should verify that the 
response to her e-mail came from Bob. 

Using a secure corporate e-mail system, Alice and Bob could communicate 
with mutual authentication, confidentiality, and integrity. That is, Bob has 
assurance that he is communicating with Alice (and vice-versa); eavesdrop-
pers cannot read the plaintext messages; and Alice and Bob have assurance 
that the messages have not been modified.4 With this setup, Bob can send 
the technical specifications with a high degree of assurance. 

This discussion focuses on thwarting imposters and eavesdroppers. 
Securing the sending and receiving devices is another important consider-
ation, both to protect the unencrypted product specifications and the secret 

3Secure Hash Algorithms 2,3 (SHA-2, SHA-3). 
4Relatedly, the commonly used SSL and TLS protocols (Wikipedia, “Transport Layer Security”) establish secure 

communication sessions with authentication, confidentiality, and integrity.  

6 A. T. SHERMAN ET AL. 
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keys needed for security in transit. For example, it is important to guard 
against possible malware that might compromise these devices. 

Some cryptographic details.5 We now briefly summarize some of the math-
ematical cryptographic details about how to sign, verify, and encrypt messages 
with the RSA public-key cryptosystem,6 as shown in Figure 1. For simplicity, 
we omit many details; see Barker (2016). Other encryption strategies, notably 
using symmetric cryptography (e.g., AES),7 are also available (NIST 2001, 
Daemen and Rijmen 2002). 

Each user of RSA is assigned a pair of keys. Each private key is a randomly 
generated bit string long enough that guessing it is infeasible. Each public key 
is made available to the communicants. 

For the RSA public-key cryptosystem, NIST recommends that public keys 
(specifically the integer modulus n = pq) be at least 2,048 bits long, since the 
security of RSA depends in part on the adversary’s inability to factor the 
modulus n to find the primes p and q. 

Since the sender, Alice, uses her private key to sign, a message with a valid 
signature implies authenticity of the sender (provided the private key has not 
been compromised). 

Alice’s signature σ of a message x could be implemented with RSA as 
σ = Enc(sA,h(x)), where sA is Alice’s secret key, h(�) is a cryptographic hash 

Figure 1. Alice uses the RSA cryptosystem to send a plaintext message x to Bob with authenti-
cation, integrity, and confidentiality. First, using her signature algorithm S, she signs the hash of 
her message x with her secret key sA to produce the signature S(h(x)). Second, using RSA encryp-
tion Enc with Bob’s public key pB, she encrypts the signature-message pair (S(h(x)), x) to produce 
the ciphertext Y. Upon receipt of ciphertext Ŷ, Bob first deciphers Ŷ with his secret key sB to pro-
duce the signature-message pair ðr̂; x̂Þ. Second, Bob verifies the signature with the verification 
algorithm V, which depends on Alice’s public key pA. If the verification succeeds, Bob has assur-
ance that x̂ came from Alice and is the unmodified plaintext message x. The adversary cannot 
read the plaintext message because the adversary does not know Bob’s secret key; the adversary 
cannot forge Alice’s signature because the adversary does not know Alice’s secret key.  

5This optional section may be skipped by the less mathematically-interested reader. 
6RSA stands for its inventors Rivest, Shamir, and Adleman (1978). 
7NIST Advanced Encryption Standard (AES).  

CRYPTOLOGIA 7 
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function, and Enc(�,�) is RSA encryption; specifically, Enc(k,x) denotes RSA 
encryption of the message x using key k. Here, the hash function serves the 
additional benefit of compressing a long message, making it more efficient 
to sign while enabling every bit of the message to affect the signature. If the 
message x is short, h is not required. 

Suppose Bob receives ðr̂; x̂Þ, which might, due to transmission error or 
deliberate tampering, differ from the signature-message pair (σ, x) sent by 
Alice. To verify a signature-message pair, Bob computes the verification algor-
ithm Vðr̂; x̂Þ, which returns true or false. The design of RSA and the key pair 
ðsA; pAÞ make it feasible to sign with the secret key and verify with the public 
key. For RSA, Vðr̂; x̂Þ checks if EncðpA; r̂Þ ¼ hðx̂Þ, where pA is Alice’s public 
key. Because the adversary does not know Alice’s secret signing key, the 
adversary cannot forge the signature σ0 of any new message x0. Furthermore, 
any modification to the transmitted message x, say to x̂, would result in a 
signature verification failure because hðxÞ 6¼ hðx̂Þ with overwhelming 
probability. 

If Alice additionally wanted confidentiality, she would encrypt the 
signature-message pair M = (σ, x). For example, if Alice and Bob shared a 
key k for a symmetric cipher such as AES, Alice could encrypt the payload 
M by computing the ciphertext AESk(M). Bob would decipher the ciphertext 
using k to produce M. 

If instead they protected confidentiality with an asymmetric cipher (also 
called a public-key cryptosystem) such as RSA, Alice would have to know 
Bob’s public key pB that corresponds to his private key sB (which only Bob 
knows). Alice would encrypt the payload with Bob’s public key pB, whereupon 
Bob would decipher the ciphertext with his private key sB. Only Bob can 
decipher the ciphertext because only Bob knows the secret key sB. 

Options without secure corporate e-mail. Now we consider what Bob should 
do if the company had not set up a secure e-mail system. The company should 
have an established policy that guides Bob through this situation, and the 
company should have educated Alice and Bob about this policy. 

If the company had no such policy, then Bob might first try to verify that 
the e-mail actually came from Alice. One strategy would be to call Alice on 
her cell phone. Bob could listen and decide if the voice sounded like Alice’s. 
He could also ask questions for which it is likely that only Alice would know 
the answers (e.g., What did you eat for lunch with me on Tuesday?). Using 
cellular telephony as a second channel of communication can increase Bob’s 
assurance that he is communicating with Alice. 

Bob might also consider the unlikely possibility that Alice may be acting 
under duress (e.g., perhaps a criminal is threatening her with a gun). One 
technique that can be useful in such situations is a “duress code,” a 
pre-arranged communication through which Alice could signal Bob that Alice 

8 A. T. SHERMAN ET AL. 
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is under duress without alerting the coercer. For example, Alice could 
mention a fictitious co-worker “Jerry,” or while entering a PIN permute the 
last two digits. 

Having established that he is indeed communicating with Alice, Bob could 
then discuss how to send the specifications. The specifications should not sim-
ply be sent as plaintext, which would expose them to eavesdroppers. Three 
possible options are (1) use encrypted e-mail, such as PGP.8 If Alice and 
Bob had not already exchanged an encryption key, they could establish one 
over cellular communications, possibly referring indirectly to several separate 
pieces of common knowledge (e.g., the color of my office chair). (2) Use a 
secure cloud-based file-sharing application, such as Dropbox. Both options 
(1) and (2) require application software. If Alice and Bob do not already have 
such software, they could possibly download it. (3) Send the specifications by 
a trusted courier, such as FedEx. 

It is essential that Bob recognize the potential vulnerabilities inherent in 
this scenario. Bob might try first to contact a company official or security 
officer to ask for guidance. Regardless, he should report the incident. 

As the following example illustates, failure to authenticate communications 
can result in major loss. 

Example: Wells Fargo scam. In 2012, a criminal stole $2.1 million from a 
hospital chain’s Wells Fargo Bank escrow account by faxing a forged money 
transfer, inserting a signature of the authorized person copied from the 
Internet (Zorz 2012). Failure to authenticate the money transfer properly, 
including cryptographic binding of the signature to the entire message (e.g., 
by digitally signing a hash of the message), enabled the crime. 

2.1.3. Notable misconceptions 
Some students demonstrated lack of adversarial thinking in suggesting that 
Bob should simply e-mail the information to Alice. This suggestion reflects 
lack of awareness of potential threats, such as someone impersonating Alice 
or eavesdropping on the e-mail. Similarly, others recognized the need to 
authenticate Alice, but still recommended e-mailing the information without 
encryption after authenticating Alice. 

2.1.4. Reference notes 
To learn more about cryptography, see Schneier (1996) and Stinson (2006). 
NIST (Barker 2016) provides guidelines for using public-key cryptosystems. 
Among such systems, the RSA cryptosystem (Rivest et al. 1978) is widely used, 
especially for key distribution. 

8Pretty Good Privacy (PGP) (Garfinkel 1991).  
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Rescorla (2001) explains the SSL and TLS protocols, which, among other 
applications, are widely used by web browsers to provide authentication, 
confidentiality, and integrity. 

For adversarial modeling, see Mateski et al. (2012) and Bodeau, 
Fabius-Greene, and Graubart (2010). 

2.2. Delivering packages by drones 

Consider how a company might deliver packages by drones. As a security 
engineer for the company, what vulnerabilities, threats, and risks can you 
identify? 

2.2.1. Preliminary remarks 
This timely scenario exposes a rich and wide assortment of cyber-physical 
issues involving the drone, its controlling infrastructure, and its cargo. These 
issues include theft, invasion of privacy, control of drone, and the potential 
use of drones as instruments of crime. As delivery by drones becomes a 
reality, delivery companies and lawmakers must work out security, privacy, 
safety, and policy challenges. 

Some may wonder if physical attacks are within the scope of cybersecurity. 
We take the broad view that any crime involving computers or computer 
networks is within the domain of cybersecurity; physical security is an 
important aspect of cybersecurity. 

2.2.2. Response 
We organize our analysis by considering potential adversaries, vulnerabilities, 
threats, risks, and mitigations. A vulnerability is a weakness that could lead to 
harm or compromise of a cyber system. A threat is a potential action or 
condition that can cause harm, which might be directed at one or more 
vulnerabilities. Risk is a measure of the extent to which an entity is exposed 
to a potential circumstance, as a function of the adverse impact of the 
circumstance and the likelihood of this circumstance occurring. It is common 
to measure risk qualitatively (e.g., on a 5-point scale: very low, low, moderate, 
high, very high). 

Adversaries. A security engineer must first identify potential adversaries 
(benign and malicious), their motivations, goals, capabilities, resources, 
knowledge, access, and risk tolerance. Benign actors include other drones that 
might cross the flight path. Malicious adversaries might include criminals who 
wish to steal the drone and/or its cargo, terrorists who wish to use the drones 
as instruments of crime, thieves who wish to steal information on the drone 
and/or its associated computer systems, disgruntled employees who wish to 
hurt the company, business competitors who wish to gain a competitive 
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advantage, or malicious hackers who wish to disrupt delivery operations. We 
must also ensure that our drones do not drop or misdeliver packages; crash 
into people, buildings, or objects; and that they do not violate restricted 
airspace. 

Vulnerabilities. Essentially every aspect of the system and its procedures has 
potential vulnerabilities. These potential vulnerabilities include the drone, its 
cargo, its onboard computers, the controlling infrastructure, communications, 
flight path, and all people involved. Some of these vulnerabilities might be 
exploitable only by a highly capable and motivated adversary; others might 
be exploitable by less capable adversaries. 

Threats. We consider five categories of threats: stealing the drone and/or its 
cargo, using a drone as an instrument of crime, using a drone to violate 
someone’s privacy, stealing information on the drone and/or its associated 
computer systems, and attacking the drone communications and infrastruc-
ture. Some adversaries may combine threats, such as attacking the drone 
infrastructure to support other malicious goals. These categories can also 
overlap and evolve into new threat modalities. 

Threat 1: Physical theft. The most straightforward threat is stealing the cargo 
and/or the drone. For example, an adversary might try to steal the cargo upon 
delivery or at the warehouse. As the drone lands, an adversary might 
physically restrain the drone and take it. 

The interactions between the physical and cyber worlds create special 
challenges in this scenario. Upon capturing a drone, the adversary might 
attempt to reprogram it and return it to service. Alternatively, after subverting 
the drone’s computer or its controlling infrastructure, the adversary might 
attempt to cause the drone to misdeliver the cargo to the adversary. 

If drones deliver packages from stores to consumers, they will likely also 
pick up packages from consumers (e.g., returned merchandise). The adversary 
could try to steal the package at pickup, for example, by subverting the drone 
or by sending an imposter drone masquerading as the legitimate one. 

Conversely, the adversary might intercept the legitimate package (e.g., a 
cell phone) and substitute an alternative (e.g., the cell phone loaded 
with malware), either by subverting the drone or by sending an imposter 
drone. 

Threat 2: Using drone as instrument of crime. The potential for an adversary 
to use a drone as an instrument of crime is particularly troubling. 
For example, the drone could deliver an explosive, poison, or illegal drugs. 
Countering malicious drones remains a challenge of significant interest to 
law enforcement and the military (Ripley 2015; Spaleta 2016). 
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Given that drones are relatively inexpensive and easily available, the 
adversary could purchase her own drones rather than using ones belonging 
to the delivery company. Yet, the adversary might find it very appealing to 
steal or subvert a fleet of drones, in part because delivery drones might not 
attract the attention of officials. 

A particular nasty threat is a “swarm attack,” wherein many (perhaps 
hundreds or thousands) of drones attack a target simultaneously (e.g., a 
crowded sporting event or other public gathering). Countering a large swarm 
attack is very difficult. 

Criminals may find it very convenient to use drones to deliver contraband 
(e.g., illegal drugs) to buyers, across boundaries, and into restricted areas. 

A hacker might attempt to use drones to broadcast political messages, 
perhaps by dragging banners. 

Threat 3: Using a drone to violate privacy. Given that a delivery drone has a 
special aerial view and permission to enter certain areas for delivery, it is an 
attractive mechanism through which criminals might take photos and videos, 
record sounds, and plant spying devices. Intentionally or unintentionally, the 
drones can also cause air, noise, and visual pollution. The delivery company 
must ensure that their drones are not modified for this purpose, either by a 
criminal outsider or by an internal adversary. 

Threat 4: Theft of information. Another threat is theft of information on 
the drone and on the supporting computer systems. Such information 
might include the customer’s name, address, item delivered, and billing 
information, which might be of interest to identity thieves and competing 
companies. 

A related threat to privacy is “traffic analysis,” in which the adversary learns 
meta-information about deliveries without examining the contents of any 
package. Such information can reveal names and addresses of who is buying 
from whom, frequency of deliveries, and external package information such as 
package dimensions, weight, and time of delivery. Traffic analysis can be a 
powerful tool for criminals and law enforcement. 

Threat 5: Attacks on drone communications and infrastructure. Attacking the 
infrastructure supporting drone delivery is a powerful threat. This infrastruc-
ture includes computer systems and databases to manage customers, orders, 
and deliveries. It also includes computer and radio communication systems 
to operate, control, and monitor the drones. The computer systems include 
detailed information about customers and business operations. By subverting 
the command and/or communication systems, an adversary might be able to 
gain control of the drones. If radio communications to the drone are not 
properly protected, an adversary might be able to inject malicious commands 
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to the drone. These systems are a critical target and must be appropriately 
hardened. 

Risks. Without knowing more about the adversary, it is hard to assess the 
risk. The threats identified above threaten harm to the company (unhappy 
customers, loss of revenue, damaged reputation, possible legal action against 
the company) and to public safety. All delivery options involve some risk, so 
one must also balance the relative risks and costs of the options. For example, 
the risk of loss from a compromised infrastructure is likely similar whether 
packages are delivered by drones or trucks (especially when self-driving trucks 
become more common). Nevertheless, the identified risks are real and serious, 
and must be addressed appropriately. 

The most serious risks involving drones may have more to do with their 
criminal and terrorist use rather than with legitimate companies delivering 
packages by drones. For example, it seems highly likely that criminals will 
deliver contraband by drones, and that terrorists will launch violent attacks 
by drones—as recently happened in northern Iraq (Gibbson-Neff 2016). 

Mitigations. Although the prompt did not ask for mitigation strategies, we 
offer a few suggestions to the challenging engineering task of mitigating the 
threats identified above. 

To safeguard the supporting infrastructure, standard cybersecurity 
techniques apply, including computer and network security, database security, 
cryptography, physical security, operations security, policy, and people. 

Communications between each drone and the supporting infrastructure 
must be protected with standard techniques for confidentiality, integrity, 
availability, and authentication. In particular, messages must be encrypted, 
authenticated, and protected for integrity. 

When delivering a package, the drone should also leave and send some 
evidence of its authenticity, for example using a digital signature. 

Throughout operations, the base station should maintain communications 
with the drone and attempt to verify that the drone is operating in a proper 
state. For example, the base station could send challenges and verify the 
responses, which can depend in part on cryptographic signatures issued by 
a trusted piece of hardware on the drone (e.g., one easily available albeit 
imperfect option is to use a Trusted Platform Module [TPM] (Pearson 
2003)). Alternatively or additionally, the response could involve cryptographi-
cally signed hashed parameters such as a unique identification number, a 
modified nonce (use once random number) from the challenge, current time, 
and the drone’s location and/or current camera image. 

Reliably verifying control is an extremely difficult, if not impossible 
task. The drone’s computer should be on a tamper-resistant and 
tamper-responding chip that includes a “failsafe” mode which the drone 
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can enter if it detects abnormal conditions. This failsafe state might be to land 
safely and shut down. 

The drone should not have any unnecessary information, such as billing 
information, which could be separately communicated by some trusted 
channel, such as (encrypted) e-mail or text message. The drone must know 
the delivery address, though it does not necessarily need to know anything 
else, including the name of the recipient. The association of address with 
name can be hidden by using of pseudonyms. Information on the drone 
and supporting infrastructure should be protected with standard crypto-
graphic techniques, though because the information must be used, there will 
remain the risk of exposure. 

Furthermore, as is true for most commercial transactions, companies do 
not need to, and should not, collect and store the extent of information 
that they typically collect. For example, a company needs assurance that it will 
be paid, but it does not typically need to know the name of the buyer. 
Similarly, there is no need for companies to store traditional credit card 
numbers. It is safer not to store unneeded sensitive information than to rely 
on secure technologies and procedures to protect such information (see 
Chaum 1992). 

2.2.3. Notable misconceptions 
Many students revealed misconceptions about how communications might 
take place between the drone and its command center. For example, one 
student believed that to carry out attacks, the adversary must gain control 
of the command center. This student failed to recognize other points of 
potential vulnerability, including the communications and the drone. 

Several students misused the words “risk,” “threat,” and “vulnerability,” 
reflecting a web of confused thinking. 

Some students saw encryption as a panacea to many problems, and not just 
as a tool to protect the confidentiality of data. For example, one student 
asserted falsely that encryption would prevent signals from being degraded, 
perhaps confusing encryption and error-correcting codes. Another claimed 
incorrectly that encryption would prevent message manipulation (encryption 
provides confidentiality, but not necessarily integrity). Several students 
focused narrowly on only certain aspects, such as encrypting stored data, 
but failed to recognize the need to protect control signals sent to the drone. 

2.2.4. Reference notes 
Melrose (2016) and Villasenor (2011) warn about dangers posed by drones. 
Horowitz (2016) discusses how to protect drones against cyber attacks. For 
studies that include analyses of safety, security, and privacy aspects of drones, 
see Carr (2013), Ward (2015), and Maddox and Stuckenberg (2015). For more 
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about the development of delivery drones and their economic aspects, see 
Abrams (2015) and Welch (2015). 

2.3. Database input error 

When a user Mike O’Brien registered a new account for an online shopping site, 
he was required to provide his username, address, and first and last name. 
Immediately after Mike submitted his request, you—as the security 
engineer—receive a database input error message in the logs. What might 
you infer from this error message? 

2.3.1. Preliminary remarks 
This scenario raises the suspicion for one of the most common software 
vulnerabilities: failure to sanitize user input properly. Malicious users might 
attempt to exploit this potential vulnerability to launch an injection attack that 
tricks the database into executing a privileged command, by crafting a clever 
malicious input. This scenario raises the important issues of input validation 
and the need to protect against potentially dangerous inputs, both at the client 
and server. 

2.3.2. Response 
Potentially, the error might have been triggered by any one or more of a large 
number of possible conditions. Some of these errors might be unnotable from 
a security perspective, while others might signal a major potential security 
vulnerability. Regardless, all errors and unusual operating states hold the 
potential for security weaknesses, because it is difficult to design, implement, 
and operate a system that handles all possible abnormal conditions properly. 

After explaining our assumptions, we explore the significance of the 
apostrophe in the user’s name, discuss the potential for an injection-attack 
vulnerability, recommend mitigations, give a devastating example of an actual 
SQL injection attack, and summarize recent efforts at Google to reduce the 
possibility that its software is vulnerable to injection attacks. 

Assumptions. We shall assume that the log files record normal operating 
events and error conditions. It seems likely that the error logged was caused 
by something that the user entered. Let us assume that the error was not 
caused by a straightforward programming error triggered by any user input 
(such an error would be less likely to cause interesting security issues), nor 
by the user failing to follow instructions such as entering all required infor-
mation (in which case the program should respond with helpful feedback 
to the user). Furthermore, because the error was a “database input error,” 
we may infer that the error was detected by a database program upon attempt-
ing to make an input into a database. 
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We shall also assume, as is common for many web-based shopping sites, 
that Mike is shopping using a computer (the Client) connected over a 
network to a shopping site (the Server). This setup is known as a Client- 
Server model. 

A suspicious apostrophe. The most notable aspect of the input data is the 
apostrophe in Mike’s last name. While it is possible that a straightforward 
programming mistake simply prevented the system from processing this 
character, it seems more likely that this character somehow caused the 
database program to throw an error condition. In some programming 
languages, the single quote character has a special meaning: it suppresses 
execution or evaluation of the string that follows. 

It is common for web-based applications to feed data received from users 
into queries of an underlying database. Applications issue database 
commands to make such queries, which can be used for a variety of purposes, 
from logging in to searching a website. Thus, it is possible that the error 
was caused by the database program interpreting part of the input string 
immediately following the apostrophe (i.e., “Brien”) as a database command. 
Since “Brien” is not a valid command, the database program would throw 
an error. 

It is true that the single quote character (“ 0 ”) can be different from the 
apostrophe character (“ ’ ”). We do not know exactly what character Mike 
typed, nor do we know how the system represented the input characters. 
Nevertheless, it is plausible that the input reaching the Server was interpreted 
as a single quote. 

A potential vulnerability to injection attack. It is a cause for significant 
concern that (somehow) a piece of data from the Client side of a 
transaction was possibly interpreted by a program on the Server side as 
a database command. In this scenario, Mike did not intend to cause any 
harm. What might have happened if a malicious user had instead carefully 
and devilishly crafted a string following the apostrophe to be a dangerous 
database command? For example, such a command might modify the 
contents of the database, output sensitive information stored in the 
database, or attempt to execute a command in the operating system that 
controls the database. Such attacks are known as injection attacks, wherein 
a user tricks the system into executing a command that the user is not 
authorized to execute. 

Susceptibility to injection attack is one of the most common software 
vulnerabilities today. A common form of injection attack is “SQL injection,” 
(Wikipedia, “SQL Injection”) referring to injection attacks involving the 
Structured Query Language (SQL) programming language commonly used 
to program relational databases. 
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We suspect the possibility that a programming error at the Server has 
created a potential vulnerability for an injection attack, possibly an SQL 
injection attack. 

Mitigations. Several mitigation strategies are possible at the Client and Server 
sides. We recommend that each mitigation be employed for a defense- 
in-depth, including sanitizing all inputs at both the Client and Server. 

First, no user input should ever be directly forwarded as a parameter for 
any database command. Instead, the user input should be safely interpreted 
and converted into “prepared statements,” which can be thought of as 
templates for database commands used to ensure that user input cannot 
interfere with the enveloping command. 

Second, more generally, user inputs should always be carefully validated 
and sanitized. Failure to validate inputs properly is one of the most common 
programming errors.9 

Third, inputs reaching the Server should also be validated and sanitized. It 
is not sufficient to check only at the Client or only at the Server. Malicious 
data might originate at the Client or Server, or they might be inserted in 
the communication between the Client and Server. 

Fourth, the database should be configured to reduce the chance of injection 
attacks succeeding. In particular, in processing data related to user enroll-
ment, the database should limit permissible commands as much as reasonably 
possible, by disallowing certain commands and by operating at the lowest 
level of privilege needed. 

Vulnerability to injection attack is a serious matter, as the following 
example demonstrates. 

Example: Albert Gonzalez. Circa 2007, Albert Gonzalez and his cronies stole 
130 million credit cards using SQL injection attacks against several companies 
including Heartland Payment Systems (Verini 2010; Wikipedia, “SQL 
Injection”). In 2009, he was indicted and eventually received a 20-year prison 
sentence for what was at the time considered to be the biggest case of identity 
theft in America. 

Case study: Google. Extremely concerned about the possibility of injection 
attacks and related attacks (e.g., cross-site scripting attacks), Google took 
on the ambitious goal of increasing its assurance that no software written 
at Google will ever permit any injection attack. Google now insists in the 
meticulous use of prepared statements to prevent user input from being 
directly used in database commands. 

9Other common programming errors that can cause security vulnerabilities include integer overflow/underflow and 
buffer overflow (see Kaza, Taylor, and Hawthorne 2015.)  
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Furthermore, it enforces this policy through stringent compile-time 
type-checking, so that each software module can be assured that other 
separately complied modules also guarantee the use of prepared statements 
and certain other protections. Provided programmers consistently use proper 
programming interfaces, the type-checking system can enforce policy across 
module boundaries, which is extremely useful for large complex programs. 

Google’s model assumes that its programmers are fallible but not malicious. 
Programmer education is also part of Google’s strategy. In 2015, Kern (Kern 
2015) explained Google’s software assurance strategy and reported on its 
remarkable success at drastically lowering the number of known injection 
vulnerabilities created by Google software. 

2.3.3. Notable misconceptions 
Many students focused narrowly on explanations that dealt with simple 
programming errors rather than with more serious database security 
issues, such as injection attack. Some students reflected a user-side bias, 
focusing on the interaction between the user and the client, ignoring 
activity at the server and database. One student suggested that the defense 
should be solely at the client side, failing to understand that the server and 
database must also be protected, and that the server and/or client might be 
compromised. 

Some students identified potential vulnerabilities such as an imposter 
registration web page, without explaining how the vulnerabilities might relate 
to the database input error message. An imposter web page is unlikely to 
account for this error message. 

2.3.4. Reference notes 
Halfond, Viegas, and Orso (2006) classified types of SQL injection attacks and 
discussed methods to detect and mitgate these attacks. Martin et al. (2011) 
listed and discussed common dangerous software errors; SQL injection tops 
the list, followed by command injection. The Open Web Application Security 
Project (OWASP 2016) recommends prudent secure programming practices 
to mitigate common serious vulnerabilities. Kaza, Taylor, and Hawthorne 
(2015) developed educational modules to help students learn how to program 
more securely. 

2.4. Private network design 

An enterprise with highly sensitive data must be able to retrieve information 
from the Internet. To support this requirement while protecting its sensitive 
data, the enterprise partitions its internal computer network into two segments: 
Public and Private, and isolates Private from the Internet. It must be possible to 
move data from Public to Private, but no data must ever go from Private to 
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Public. As the security architect, describe a design that meets these 
requirements. 

2.4.1. Preliminary remarks 
This scenario raises difficult issues in controlling the flow of information 
across segment or network boundaries and the need to handle potentially 
dangerous files or digital objects with great care. The scenario motivates the 
use of “one-way data diodes” to restrict the flow of information and “sandbox-
ing” to limit the reach of potentially malicious imported objects. The scenario 
also exposes limitations of the commonly used mechanisms of firewalls 
(Wikipedia, “Firewall”) and Virtual Private Networks (VPNs) (Wikipedia, 
“Virtual Private Network”), and highlights tradeoffs security engineers face 
balancing security, performance, and ease-of-use. 

2.4.2. Response 
The security architect must design an enterprise system that prevents sensitive 
data on the Private segment from being exfiltrated, while still enabling the 
Public segment to retrieve data from the Internet and forward that data to 
Private. The task would be much simpler without the requirement for data 
to flow from Public to Private, when the enterprise could simply strongly 
isolate Private from all Public and Internet connections. The architect must 
devise a way to enforce the one-way flow of data from Public to Private. 

As is true for all security engineering, the security architect must anchor 
her system on some foundational trusted elements. One choice is to anchor 
trust in certain basic physical components, such as a bank vault door and 
key. As is true for all engineering, she must also consider a variety of tradeoffs 
in selecting her design. In some cases, these tradeoffs include balancing level 
of assurance against ease of use. Furthermore, our solution will involve an 
integration of technologies, policies and procedures, and people. 

In the rest of this section, we state our assumptions, identify potential 
threats, explain three design elements, propose our design, analyze two weak 
design alternatives, present an example, and discuss our design, including its 
engineering tradeoffs and limitations. 

Assumptions. We shall assume that the data the enterprise is trying to protect 
are highly sensitive. We shall also assume that the enterprise wishes to enforce 
a strict security policy to limit its risk of exposing these data, yet the enterprise 
wishes for its employees to remain as productive as possible. 

Potential threats. The security architect must consider a wide range of 
potential threats, including (1) an adversary exfiltrates sensitive data over a 
network connection to Private; (2) malware injected on Private modifies 
system settings, enabling the exfiltration of sensitive data; (3) a malicious or 
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careless employee exfiltrates sensitive data; (4) an act of nature (e.g., flood) or 
malicious act causes a critical piece of security infrastructure to fail (e.g., 
power failure), allowing data exfiltration. 

Design elements. To address these threats, our design will incorporate three 
important design elements: a “quarantine zone,” two one-way data diodes, 
and sandboxing. We now introduce these elements; the next section provides 
more details. 

First, it will be helpful to create a third segment of the enterprise network 
that serves as a Quarantine Zone (QZ) between Public and Private, which can 
be used to inspect any data object that the user is planning to bring from 
Public into Private. All data objects should be treated with care and suspicion, 
especially anything originating from the Internet. For example, a document, 
program, or image might contain malware or hidden functionality that could 
cause harm to the enterprise and its sensitive data. The QZ provides a layer 
of defense in which untrusted data objects can be safely inspected before 
bringing them into Private. 

A second important element of our design will be a one-way data diode, 
which is a physical device that permits data to flow in only one direction 
across a data path (Stevens 1995). One diode will go from Public to QZ; 
another will go from QZ to Private. These diodes will prevent data from 
flowing from Private to QZ, and from QZ to Public. 

A third design element will be sandboxing, a technique for safely inspecting 
untrusted data objects in the QZ. With sandboxing, one can execute an object 
in a contained environment in such a way that the object cannot cause any 
side effects outside of the containment area. This technique is typically carried 
out using virtualization. 

Proposed design. As sketched in Figure 2, we propose a design that combines 
the three elements described above: adding the quarantine zone (QZ), enforc-
ing data flows with one-way data diodes, and safely scanning and inspecting 
all imported data objects in the QZ using sandboxing. The diodes prevent data 

Figure 2. Our design partitions the enterprise network into three parts: Public, Quarantine Zone 
(QZ), and Private. One-way data diodes prevent data from flowing from Private to QZ, and from 
QZ to Public. All data from the Internet are considered potentially dangerous; they first pass 
through QZ where they are safely scanned and inspected using sandboxing before being allowed 
into Private.  
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from flowing from Private to QZ and from QZ to Public. It is also essential to 
eliminate all other connections into or out of Private. 

A worker would use our system as follows. There are three separate 
workstations disconnected from each other: one to connect to Public, one 
to connect to QZ, and one to connect to Private. The worker would browse 
the Internet from the Public workstation. To move a file from Public to 
Private, the worker would first issue a “push” command from the Public 
workstation to send the file from Public to QZ. Next, using the QZ worksta-
tion, the worker would check the status of the push command and perform all 
necessary file inspection and virus scanning steps in QZ. If the file is deemed 
safe, the worker would issue a push command to move the file from QZ to 
Private. Finally, the worker would use the Private workstation to carry out 
any desired sensitive tasks on Private. 

Virtualization is a convenient technology to support sandboxing because it 
facilitates containment, enables detailed real-time examination (called 
“introspection”), and provides a simple way to reset the sandbox after inspec-
tion. Thus, instead of running an untrusted program in the sensitive Private 
segment, in which it might execute system commands and read from and 
write to important memory locations, the worker first runs the program on 
an isolated Virtual Machine (VM) in QZ to observe what the program does. 

The VM in QZ is set up so that the program running on the VM cannot 
affect any system outside of the VM; in particular, the program cannot read 
from or write to any other memory in QZ; the program cannot execute any 
commands on any operating system outside of the VM; and the program 
cannot cause any action in Private. 

To ensure that no data packets will flow from Private to Public, data paths 
going from Public to QZ, and from QZ to Private, should deploy the 
unidiretional User Datagram Protocol (UDP) rather than the more 
convenient bidirectional Transmission Control Protocol (TCP) (Wikipedia, 
“Transmission Control Protocol”). 

In addition, the system will employ secure logging using digitally signed 
write-once media, real-time monitoring, and user education. Among other 
activities, monitoring will try to detect intrusions and possible network 
connections. Users will be forbidden from bringing any electronic devices 
or media (including memory sticks) into the work area, and all computers 
in the work area will have USB ports and any other removable media ports 
disabled (e.g., wires cut). 

Weak alternative designs: Firewall and VPN. Some people might consider 
basing their designs on a firewall (Wikipedia, “Firewall”) or VPN (Wikipedia, 
“Virtual Private Network”). We now discuss these two design alternatives and 
explain why a firewall works poorly for our purpose and why a VPN fails to 
solve the problem. 
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Positioning a firewall between Public and Private is an intuitive choice 
because its purpose is to monitor and regulate the flow of data across a 
network boundary, as guided by a set of rules. If firewalls worked perfectly, 
this design might be adequate. Unfortunately, firewalls have significant 
limitations: they are often misconfigured in practice, and there is a potential 
vulnerability that an adversary might be able to modify their settings or 
behavior. For example, documents leaked by Edward Snowden revealed that 
unbeknownst to consumers, the National Security Agency (NSA) had 
infiltrated the source code of Juniper Network’s Netscreen firewalls, enabling 
it to read traffic encrypted on a VPN (Goodin 2016). 

A VPN is simply the wrong tool for this application. A VPN encrypts traffic 
to prevent an eavesdropper from reading the traffic; it does not stop the flow of 
traffic. Moreover, by encrypting the traffic, a VPN makes it more difficult for 
the enterprise to monitor what data are flowing into and out of its networks. A 
VPN supports two-way communications.10 A VPN would not prevent an 
authorized user from establishing a connection between Public and Private 
and then using that connection to exfiltrate sensitive data from Private to 
Public. Hence, using a VPN does not meet our assumed design requirement 
that a strict data-flow security policy must be enforced for all employees. 

Example: BlackEnergy malware. In 2014, Kaspersky Labs identified a piece of 
malware that infiltrated sensitive networks and attacked Ukranian critical 
infrastructure, explaining, “The BlackEnergy malware performs DDoS style 
attacks,11 cyber espionage and information destruction attacks.” Stronger 
network design and defensive measures could have prevented the spread of 
this malware. 

The U.S. Department of Homeland Security (DHS) (Leyden 2016) 
recommends using one-way data diodes to prevent this malware from execut-
ing on vulnerable networks. By implementing a one-way data diode and 
requiring vendors and employees to use the same connection paths, the 
remote exploitation of BlackEnergy can be reduced. DHS elaborates, “During 
the cyber-attacks, malicious remote operation of the breakers was conducted 
by multiple external humans using either existing remote administration tools 
at the operating system level or remote industrial control system (ICS) client 
software via virtual private network (VPN) connections.” 

By sandboxing the malware, as it moves from the Internet into a quarantine 
zone, the code exploits could have been detected, and the code would never 
have made it onto the sensitive network (National Cybersecurity and 
Communications Integration Center 2015). 

10It would be an interesting capability, useful for this design challenge, if it were possible to configure a VPN for 
one-way only communications. 

11Distributed Denial of Service (DDoS).  
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Engineering tradeoffs. Our design embodies a number of tradeoffs among 
security, usability, and performance. For example, moving files from Public 
to Private through QZ, and inspecting them in QZ, causes some delays. Also, 
requiring the worker to use three separate workstations adds some complexity 
to the worker’s tasks. For situations where it is extremely important that no 
sensitive data move from Private to Public, the enterprise may deem these 
delays and inconveniences worthwhile tradeoffs. It may also calculate that 
the costs of our design, including the one-way data diodes and the additional 
required workstations, may be much less than the costs of the alternative of 
not attempting to thwart the flow of information from Private to Public.12 

Our recommended policies may also have some negative impact on worker 
productivity and morale. Employees working in Private will have to carry out 
their tasks without connecting to the Internet from their Private workstations. 
They may find it inconvenient not to be able to use removable media. They 
may dislike not being allowed to bring a smartphone to work or not being 
allowed to work remotely from home. 

As noted in the design section, it is prudent for data paths from Public to 
QZ, and from QZ to Private, to use the unidirectional UDP protocol rather 
than the bidirectional TCP protocol. A consequence of this decision, however, 
is that UDP is less robust: it cannot handle lost packets nor packets delivered 
out of order. Additional delays might happen from the resulting need to 
retransmit files. 

Discussion. We conclude by discussing the reasons for our design and point-
ing out some of its limitations. 

We chose our design because one-way data diodes provide a higher level of 
assurance than would adapting a more complex and less reliable technology, 
such as firewalls. We prefer a design in which it is physically impossible for 
data to travel in unauthorized directions, rather than one that depends on 
workers to follow certain policies and procedures correctly. Although physical 
devices can sometimes be corrupted, we take some comfort in rooting our 
trust in part in physical one-way data diodes rather than on the correct 
operation and configuration of firewalls with complex software. 

Nevertheless, our design has some limitations. For example, no inspection 
can detect all malware (formally, the problem is undecidable). If sophisticated 
malware could distinguish sandboxing in QZ from execution in Private, then 
it could behave properly during the sandboxing inspection. It is virtually 
impossible to stop determined malicious insiders from exfiltrating sensitive 
data. Careful background checks, periodic security checks, and employee 
vigilance are tools for mitigating the risk of insider attacks and detecting 
losses. Unless workstations are physically protected from the employees, there 

12An unsolved challenge of security engineering is the difficulty of estimating costs for actions and inactions.  
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is a risk that a corrupt worker might remove the hard drive. There is no 
technical barrier to prevent a malicious worker from exfiltrating sensitive data 
by typing on the Public workstation. 

Our design meaningfully raises assurance that malicious outsiders and 
careless insiders will not move sensitive data from Private to Public. 

2.4.3. Notable misconceptions 
All students presented with this prompt suggested using firewalls or VPNs; 
none seemed aware of less-known one-way diode technologies. As we explain 
above, firewalls are imperfect and easily misconfigured, and VPNs do not 
block the flow of information. Some students suggested reactionary measures, 
such as sounding an alarm if an inappropriate memory stick were inserted 
into a computer. But malware on the memory stick might already become 
installed by the time the alarm sounded or anyone responded to it. 

2.4.4. Reference notes 
For a detailed description of one solution to this design problem, see Moore 
(2000) and Kang and Moskowitz (1993), who describe a network security 
device called the network pump. For more information about data diodes, 
see Stevens (1995) and Ginter (2010). 

2.5. Nuclear Test Ban Treaty 

To comply with the terms of the Nuclear Test Ban Treaty, Country A would like 
to implant a seismic sensor under Country B’s soil to monitor underground 
weapons testing. Country A fears that B will try to falsify the signals of the 
sensor, and Country B fears that A will try to exfiltrate spy information 
embedded in the seismic data. Neither party trusts the other. Requirements of 
the system include each of the following: 
1. Country A wants assurance that the seismic data it receives came from its 

sensor and were not modified. 
2. Country B wants to be able to monitor the signals transmitted from the 

sensor in real time. It too wants assurance that the signals were not modified. 
3. The design should be fair to both parties. 

How would you design a system that complies with these requirements? Draw 
a sketch to illustrate your design. 

2.5.1. Preliminary remarks 
Designing such a system is challenging, since encrypting the sensor’s output 
with a single-key cryptosystem does not work. To decipher the encrypted 
signal, both countries must know the key, but anyone who knows the key 
can forge data. 
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This scenario raises important issues in trust, key management, and 
authentication without secrecy. The problem highlights a beautiful application 
of public-key cryptography. It also exposes the importance of physical 
security, replay attacks, trusted hardware, the challenge of preventing 
clandestine channels, and the difficulty of dealing with disclosed keys. By 
the early 1980s, at Sandia Labs, Simmons (1992) solved this real problem. 

2.5.2. Response 
The core of this challenge is to provide authentication without secrecy. There 
are several additional subtleties, including the need to protect the sensor 
physically, the need to prevent replay attacks (where signals are recorded 
and retransmitted), the desire to prevent hidden (e.g., steganographic) 
channels (e.g., where Country A tries to hide spy information in other 
legitimate data or communications), and the consequences if one party 
maliciously discloses a secret authentication key (thereby casting doubt on 
the legitimacy of all transmitted data). 

Initial observations. Both countries may be motivated to falsify the seismic 
signals. Country B may wish to hide unauthorized nuclear tests by fabricating 
seismic data, and Country A might want to forge incriminating signals. 

Also note that if Country B did not wish to monitor the transmissions, 
then the problem could be easily solved using standard authentication 
techniques, for example, using a keyed message authentication code (or even 
possibly a suitable encryption function), with the secret authentication key 
known only to the device and Country A. A major difficulty of this problem 
stems from the requirements that each country must be able to authenticate 
the signals, yet neither country should be able to forge signals without 
detection. 

Basic design. As Figure 3 shows, public-key cryptography (e.g., RSA) pro-
vides an elegant solution. A (secret) authentication/signing key sD can be used 
to encrypt the sensor’s signals, which can then be read by anyone who knows 
the corresponding (public) verification key pD. In particular, the verification 
key can be given to both countries and optionally also to certain third parties. 

As is standard for signing long messages, the signature is applied not 
directly to the long message but to a short hash value (called a “tag”) of the 
message computed by a cryptographic hash function, such as SHA-2 or 
SHA-3. 

Physical security. A package comprising a sensor and the cryptographic 
hardware used to process its signals is inserted into a borehole. The output 
messages are transmitted for satellite reception. It is important that this 
package be physically protected. If Country B can tamper with the package, 
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then it might be able to extract the authentication key or modify the function-
ality of the sensor. 

It is possible to protect the package with tamper-responding technology, 
which will erase all sensitive cryptographic variables (including the authenti-
cation key) if it detects any physical tampering. In particular, the seismic 
sensor can be used to detect tampering. The context facilitates this strategy 
because the package will be underground, physically isolated, and difficult 
to access in a borehole. 

Replay attacks. To protect against replay attacks (e.g., where Country B 
records and retransmits previous innocuous signals), each message includes 
information such as location, date, time, and message number, in an 
agreed-upon format. 

Clandestine channels. It is virtually impossible to provide very strong assur-
ance to B that the sensor is not exfiltrating any unauthorized data via some 
clandestine (hidden) channel. B can plant its own sensor nearby and compare 
its output with the transmitted data. All data could be transmitted strictly 
according to an agreed-upon format. Some spy data might still be hidden, 
for example, as slight variations in timings of transmitted data or as low-order 
bits of seismic data. 

One possible strategy for trying to eliminate some clandestine channels 
is sequential “reprocessing” of the data stream within the package in the 
borehole. Hardware supplied by A formats the seismic data, computes an 
authentication tag (based on the content payload), and forwards it to hard-
ware supplied by B. Then, B’s hardware reformats the message, reclocks the 
message, and transmits it (including the authentication tag computed by 

Figure 3. Using public-key cryptography, the underground device encrypts seismic signals with 
a secret signing key sD that is generated on the device and never leaves the device. Countries A 
and B read and verify the authenticity of the signals using the corresponding public verification 
key pD output by the device.  
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A). Because the bits of the content payload have not changed, the authenti-
cation tag computed by A remains valid. While not entirely foolproof, this 
strategy eliminates many possible clandestine channels, including ones based 
on timing and message formatting. It increases the difficulty of exfiltrating 
large amounts of spy data without detection. 

Inspection of the hardware and software is another means of providing 
assurance to B that the sensor is not exfiltrating spy data (see Trusting 
hardware and software). 

Third parties. An important distinction in the requirements is if County A 
simply wants to convince itself whether B is whether or not, or if a neutral 
third-party arbiter (e.g., United Nations) is to be convinced. If the goal is 
to convince a third party, then it is essential that neither country know the 
authentication key. In particular, since anyone who knows the authentication 
key can forge signals, if either country knows the key, then the third party 
could not be certain whether the signals were valid or fabricated by one of 
the countries. 

To prevent either country from learning the authentication key, it can be 
generated at random on the device and never leave the device. Only the 
corresponding verification key, and the authenticated data stream, leave the 
device. Still, there is a risk that the hardware that processes the key might 
maliciously leak the key. 

Trusting hardware and software. Agreeing on what hardware and software to 
use and who should manufacture it is a thorny issue. Malicious hardware or 
software might include hidden logic that leaks sensitive information including 
the authentication key. One “cut-and-choose” solution might work as follows: 
Several copies of the hardware can be made. The one to use could be chosen at 
random, with the others to be examined by the two countries. Cryptographic 
checksums of the software can help detect modifications of software, but they 
do not verify that the software works correctly. 

Unilateral actions. In the real problem solved by Simmons (1992), the 
countries further demanded that unilateral action by any one of the countries 
(including intentional key disclosure) should not undermine the confidence 
of the other country (or that of a third party) in the authenticity of the 
messages. For example, after innocuous seismic data are sent, Country A 
might try to undermine confidence by disclosing the authentication key 
and then claiming that Country B could have forged the data with the com-
promised key. Conversely, after incriminating seismic data are sent, Country 
B might disclose the authentication key and then claim that Country A could 
have forged the data. Even if the hardware generates the keys, the countries 
feared that possibly malicious hardware might leak the key. 
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To address these concerns, Simmons recommended using a “concatenated” 
(not sequential) authentication system design, where the signature is a list of 
two or three separately computed authentication tags. Each of the countries 
(and the third party if present) would supply its own authentication hardware 
under the control of its own separate authentication key, with all parties 
knowing the corresponding verification keys. The authentication algorithms 
do not have to be the same. The authentication tag of the concatenated system 
would be an ordered pair (or triple) of the two (or three) tags computed by 
each of the parties. Unilateral key disclosure by any one country would not 
undermine the confidence of the other parties. Collusion by A with B would 
not be in either country’s best interest. 

2.5.3. Notable misconceptions 
Several students suggested incorrectly that the device should encrypt its data 
using a symmetric cipher. However, each party must know the key to decrypt 
the data, and anyone who knows the key could modify or forge the data. 
Another student suggested storing and transmitting seismic data in three 
separate channels, each encrypted with a separate symmetric key known by 
the device and one country. Again, this solution does not prevent the key 
holder from modifying the seismic data. 

2.5.4. Reference notes 
Simmons (1983, 1992) describes his solution based on public-key 
cryptography. 

FIPS140 (2001) specifies standards for cryptographic modules, including 
their physical security. Weingart (2000) surveys attacks and defenses for 
physical security. Michaud and Schwettmann (2011) discuss attacking 
tamper-proof seals. 

For an introduction to steganography, see Cole (2003). 

2.6. USB stick under floor tile 

Alice works in a top-secret government facility where she has hidden a USB 
memory stick, with critical information, under a floor tile in her workspace. 
Starting from outside the fence of the building, how would you, as a penetration 
tester, retrieve the USB stick? 

2.6.1. Preliminary remarks 
This prompt motivates discussion of a wide range of security issues, from physi-
cal security to personnel security and social engineering. This prompt illustrates 
why security engineers must consider a wide range of potential attacks and 
countermeasures. It also illustrates how people (including insiders) are often 
the most vulnerable links in any security system. The prompt underscores 
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the strong need for sound training, policies (including what to do in unusual 
situations), and technologies to achieve security goals. 

2.6.2. Response 
We shall consider the following classes of attacks: direct attack, high- 
technology, and social engineering (Mitnick and Wozniak 2002). Since people 
are often the weakest links in any security system, the most attractive attack 
will likely be, or at least involve to some degree, social engineering. Because 
there are many aspects to this challenge that are underspecified, we shall begin 
with some assumptions. We conclude with some proactive recommendations. 

Assumptions. The open-ended nature of the prompt raises many questions. 
What type of security protects the facility? We shall assume that the facility 
has formidable security with guards, 24/7 surveillance, fences, locked doors, 
sensors, alarms, windows that do not open (or no windows), security badges, 
and all employees have undergone security training and hold top-secret 
security clearances. 

The problem does not specify whether we must physically retrieve the USB 
stick, or if it would be sufficient to exfiltrate the information on the stick. For 
some attacks, it might be easier to transfer the data from the stick onto some 
other medium and exfiltrate the data without removing the physical stick. 

The problem does not state if we know anything about the layout of the 
building, the location of the workspace or floor tile in question. We shall 
assume we know the exact or approximate location of the target floor tile 
within the workspace. We shall assume that we are not given any other infor-
mation about the facility, but our solution will begin by learning as much as 
possible about the facility through reconnaissance. 

The problem does not describe what resources we are permitted to use, 
how much money we are permitted to spend, by when we must retrieve 
the stick, what might be the penalty for being caught, how much risk we 
may assume in carrying out the attack, or the nature and value of the 
information on the stick. We shall assume that we have considerable time 
and financial resources to carry out the attack, but that we will aim to avoid 
detection, minimize risk, and not spend an excessive amount of money. 

Direct attacks. Crudely trying to break in by cutting through the fence and 
entering through a window or door, or by dropping onto to the roof from 
a helicopter, is highly likely to be detected. 

Overrunning the perimeter and penetrating the building with guns and 
explosives would run contrary to the goal of avoiding detection, and such 
an attempt would eventually be met with overwhelming counterforce. 

One might try to masquerade as an authorized employee—perhaps a 
janitor who cleans near the workplace—and enter through the main employee 
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gate. This attack is highly risky and must overcome checks of badges, 
physical authentication tokens, and possibly passcodes and biometric identi-
fication. Also, the imposter must not raise the suspicion of coworkers or 
superiors. 

One might find an accomplice who looks like the janitor. By breaking into 
the janitor’s home or car, one might be able to copy the credentials and obtain 
fingerprints (retinal scans would be more difficult to fake). Obtaining the 
required passcodes is problematic by direct attack; maybe it is possible to have 
someone observe the entered codes. The accomplice could try to arrive before 
the legitimate employee, at about the time the employee typically arrives. 
Another accomplice might delay the employee, for example by causing a traf-
fic jam. After obtaining the USB stick, the attacker could hide it in his or her 
clothing or shoes or in a body cavity. 

Tunneling under the fence and up into the building might have a better 
chance of avoiding detection, but unless the workspace is in a basement, there 
would remain the difficulty of how to proceed from the tunnel exit to the 
workspace. The entrance to the tunnel must be far away, and tunneling would 
be difficult, expensive, and require considerable skill (but the attack is plaus-
ible). The tunnel must evade possible ground sensors, and it likely must 
breach a concrete slab. Eventually, the tunnel would likely be detected. 

Of these direct attacks, tunneling is relatively the most attractive, but each 
of these attacks has a low chance of success and a high risk of detection. 

High-Technology attacks. One could try to enter the facility with a sophisti-
cated intelligent autonomous miniature robot, for example disguised as a fly, 
ant, or cockroach (Szondy 2015). Autonomous control would alleviate the 
need for one-way or two-way communications, which would be highly 
problematic and fairly easily detected. The robotic device could move about 
by walking (simplest), or by a combination of flying, walking, and possibly 
swimming. Robotic competitions held by DARPA “(Wikipedia, DARPA 
Robotics Challenge”) provide snapshots of some of the current capabilities 
of autonomous robots. 

It is likely that such a device could enter the facility without detection, for 
example through some crack. Any homeowner knows that it is essentially 
impossible to exclude all insects from a structure. Once in the facility, 
the device would navigate to the workspace, retrieve the information, and 
then exit the facility. Navigating within the facility ought to be relatively 
simple—for example, crawling along pipes through walls and vertical shafts. 
Detailed floorplans of the building would be useful, but not essential. A risk 
is detection by sensors that scan for power sources. 

Once the USB stick is located, there remains the challenge of extracting the 
information from the stick. The robotic insect might insert electric probes 
into the USB stick and copy out the stored data. Depending on the 
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characteristics of the USB stick, accessing the USB stick’s connections might 
be easy, or it might require removing a plastic cap or drilling into the USB 
stick. The insect would then exit the facility with the information. 

The strategy of using a robotic insect might be combined with the tunnel-
ing strategy: the insect might enter a sewer pipe from some distant access 
point (simplest) or via a tunnel, and then navigate through the sewer pipe 
to a toilet or sink drain within the facility. Rats have entered houses through 
this technique. 

This high-tech strategy, properly executed, has a high chance of success, but 
it would require a very sophisticated autonomous robotic insect. 

Social engineering attacks. A variety of social-engineering attacks are 
possible, exploiting a multitude of human weaknesses. In such attacks, one 
could attempt to bribe, entice, coerce, or trick legitimate employees into 
carrying out certain actions and/or releasing certain information. One 
difficulty of such attacks is that the target employee might, in part due to 
his or her security training, resist and report such attempts. Eventually, 
employees must undergo polygraph reviews, and for most people it is very dif-
ficult to fool such reviews. For these reasons, trickery (without the target 
realizing what has happened) is more attractive than bribery or extortion. 

A simple social engineering attack is to offer a potentially vulnerable 
employee with access to the workspace a large amount of money to retrieve 
the USB stick. Similarly, one could threaten to reveal damaging information 
about the employee or threaten to harm the employee or a loved one unless 
he or she complies. Sophisticated, skillful prostitutes have tricked many 
people. 

During the initial surveillance phase, one could assemble many separate 
small bits of information about the facility and its employees to gain an 
understanding of the workplace and its workers. This surveillance might 
include observations, conversations with employees, examination of trash, 
scrutiny of social media, and cyber attacks including of personal electronic 
devices of employees. 

“Piggy-backing” is a crude attempt at entering through the main gate: try 
to slip in immediately behind someone else. This technique might work better 
if an accomplice simultaneously created a distraction, such as a medical 
emergency or a fight. A variation is pretending to be a delivery person, when 
someone might even open a door for you. Proper procedures and training of 
guards and employees should stop these crude attempts. 

One might try to become employed at the facility. This strategy requires 
passing a thorough background investigation and polygraph. Also, it may 
be difficult to become assigned to the area near the workplace. 

One might attempt to be invited into the facility as a visitor, for example, to 
give a guest lecture on a topic of interest to the people in the workspace. 

CRYPTOLOGIA 31 

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
Il

lin
oi

s 
at

 U
rb

an
a-

C
ha

m
pa

ig
n]

, [
G

eo
ff

re
y 

L
. H

er
m

an
] 

at
 0

8:
32

 2
8 

Se
pt

em
be

r 
20

17
 



While visiting, one might create a distraction, such as a feigned medical 
emergency, which might include lying on the floor near the target floor 
tile. One might also infiltrate an ambulance crew to try to bring additional 
accomplices into the area. 

This scenario also illustrates why many government facilities disallow 
removable media (including USB sticks) into work areas: they might facilitate 
the exfiltration of sensitive data. Some organizations support this policy 
with education and physical modification of machines (e.g., cutting wires to 
external ports). Removable media, despite their convenience, also present a 
risk for infecting machines with malware. 

Proactive measures. This scenario also illustrates the value of protecting data 
at rest. If the data on the USB stick were encrypted, then the data would be 
protected even if an adversary obtained the stick. 

Furthermore, if there were no removable media in the workspace, then an 
adversary would be unable to remove such media. The organization could 
forbid all removable media in the workspace and modify all computers so that 
they are incapable of accepting, reading from, or writing to removable media. 
A cost of such policies is that they tend to interfere with work efficiency. Also, 
it is essentially impossible to stop a trusted insider from secretly bringing in a 
small memory device. 

2.6.3. Notable misconceptions 
Student responses lacked breadth and useful details of potential solutions. For 
example, some students focused solely on social engineering attacks or on 
physical attacks (e.g., tunneling). 

Some students proposed policies that created negative consequences. For 
example, one student suggested that employee credentials be left at the office. 
This suggestion, however, would create an attractive target for theft of creden-
tials, simplify the task of an attacker who has entered the office, prevent the 
employee from being able to authenticate herself while outside the office, 
and increase the risk of insider attacks by people with access to the office. 
Others stated that passwords should be complex and changed frequently, 
but such policies can reduce security by encouraging users to engage in risky 
adaptive behavior such as writing down passwords. 

2.6.4. Reference notes 
For an introduction to social engineering, see Mitnick and Wozniak (2002). 

Among the secrets leaked by FBI mole Robert Hanssen is the existence of a 
tunnel the United States built under the Soviet embassy in Washington, DC 
(CBSNews.com 2001). In 1955–1956, the United States had operated a tunnel 
crossing from West Berlin into East Berlin, to monitor signals (Operation 
REGAL 1988). 
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NIST special publication 800-53 (NIST 2013) specifies security and privacy 
controls for federal information systems and organizations. 

Distributing flash drives containing malware is a well-known trick to infect 
computers (Doctorow 2012). The U.S. Department of Defense admitted to 
being compromised by such an attack (Knowlton 2010). 

3. Note to educators 

In this section, we explain how we generated the prompts, and we describe 
some of the ways we observed students misunderstand cybersecurity issues. 

3.1. How we generated the prompts 

To generate prompts, our main starting point was a list of cybersecurity con-
cepts produced from our two Delphi processes (Parekh et al. 2017), ranked by 
importance. During these Delphi processes, we asked 36 experts to identify 
cybersecurity concepts that are important, difficult, and timeless. 

Our goals in producing prompts included covering a variety of concepts 
and contexts with varying degrees of difficulty. We generated most of the 
prompts in brainstorming sessions while seated around a conference table. 
We sought prompts that would stimulate students to talk about solving 
concrete cybersecurity problems, thereby revealing their understandings, 
misconceptions, and problematic reasonings. We tried to produce concise, 
engaging prompts that exposed important, challenging, practical issues that 
can be discussed deeply. 

Because cybersecurity is about securing computers and computer networks, 
we set the prompts in cyber contexts (as opposed to non-cyber security 
contexts, such as protecting physical mail). Still, we aimed for our prompts 
to be understandable by students in any first course in cybersecurity, building 
on common life experiences. Team members drew upon their experiences 
teaching cybersecurity and working in the field. 

While our scenarios cover a wide spectrum of important concepts, we do 
not claim that our coverage is complete.13 Our scenarios cover many of the 
top-rated concepts identified in our Delphi processes, and these processes 
were not intended to produce a complete list of cybersecurity concepts. We 
invite the reader to construct additional prompts that elicit exploration of 
important, timeless concepts not explored by our prompts, and we would 
be happy to hear from anyone who does so. 

13For example, our scenarios do not explore cryptographic commitment, secret sharing, the principle of least 
privilege, formal methods, code obfuscation, multi-party computations, private information retrieval, zero- 
knowledge proofs, nor homomorphic encryption.  
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3.2. Misconceptions and problematic reasoning 

To illustrate some of the many and varied misconceptions we observed in 
student responses, at the end of each scenario, we summarize a few notable 
examples. We plan to explore these misconceptions and problematic reason-
ings in future work (for some preliminary analysis, see Scheponik et al. 2016). 
Some of the ways we observed students misunderstand cybersecurity concepts 
include conflating concepts (e.g., encryption vs. hashing, and authentication 
vs. authorization), biased reasoning, unsound logic, and factual errors. 
Furthermore, in comparison with the responses we give in Section 2, student 
responses tended to reflect incomplete and narrowly focused observations, 
and they seemed to lack an explicit and sound framework (such as one 
centered on adversarial thinking) around which to organize their thoughts. 

4. Supplemental explanations and resources 

Cybersecurity is an interdisciplinary field that concerns the management of 
information and trust in an adversarial cyber world. It integrates people, 
policies and procedures, and technology. Contexts of interest include any situ-
ation that involves computers or information in electronic form, including 
computer systems, computer networks, databases, and applications. 

In this section, we briefly explain four essential cybersecurity concepts, 
including the so-called CIA Triad (confidentiality, integrity, and availability) 
and authentication.14 We also point out several introductory textbooks on 
cybersecurity. We hope this section will be helpful to readers who seek 
additional explanations of terms and concepts encountered in the case studies. 

4.1. Glossary of selected terms 

Four essential concepts include confidentiality, integrity, availability, and 
authentication. See Section 1 for an explanation of adversarial thinking. 

Confidentiality refers to keeping information secret from unauthorized 
entities. Encryption is a tool for keeping information confidential. An 
encryption function mixes a plaintext with a secret key in a complicated 
way to produce ciphertext, with the intention that an eavesdropper seeing 
only ciphertext cannot decrypt it to produce the plaintext without knowledge 
of the secret key. 

Integrity refers to the problem of detecting whether data (either at rest or in 
transit) have been modified. Cryptographic hash functions are useful tools for 
achieving integrity. A hash function takes an arbitrarily long input and 
produces a short fingerprint (also called a tag) such that, if any change is made 

14Parts of Section 4.1 are drawn from our companion paper (Scheponik et al. 2016).  
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to the input (even just one bit), then with overwhelming probability the tag 
will change. Message authentication codes also protect integrity. 

Availability refers to systems, services, and networks being up and running. 
Authentication refers to the task of, say, Alice convincing Bob that a 

message purporting to have originated from Alice did indeed come from 
Alice. Digital signatures and message authentication codes are tools for 
achieving authentication. For example, Alice can sign a message using her 
private signature key. Using Alice’s public verification key, Bob can verify 
Alice’s signature. A related concept is non-repudiation, which refers to the 
inability of a party to deny having signed a document. By contrast, authoriza-
tion refers to whether an entity is allowed to perform some action, for 
example, reading some data or gaining access to some computer system. 

4.2. Introductory sources on cybersecurity 

We identify a few resources for learning more about cybersecurity. 
Introductory textbooks on cybersecurity include Kim and Solomon (2014), 

Smith (2016), Stallings (2018), Shoemaker and Conklin (2012), and Singer 
and Friedman (2014). 

Textbooks on computer security include Bishop (2003), Pfleeger, Pfleeger, 
and Margulies (2015), and Stallings and Brown (2014). 

The following useful documents discuss cybersecurity and securing critical 
infrastructure: NIST (2017), ITU (2008), National Academies of Sciences, 
Engineering, and Medicine (2017). 

For more about cryptography, see Schneier (1996) and Stinson (2006). 
Anderson (2008) and Ferguson, Schneier, and Kohno (2010) explain engin-
eering aspects cryptography and security. 

Katz and Lindell (2015) offer an accessible introduction to the modern 
theory of provable security, and Shoup (2009) explains number theory 
underlying many modern cryptographic systems. Bernstein, Buchmann, and 
Dahmen (2009) discuss approaches to cryptography that aim to resist attack 
by quantum computers. 

The NICE Framework (2016) establishes a common lexicon to define the 
activities of cybersecurity professionals. 

5. Conclusion 

We have explored fundamental concepts of cybersecurity through describing 
and discussing six scenarios. We present cybersecurity concepts through sce-
narios in part because of our strong belief in the power of learning through 
case studies. We hope that students find these scenarios helpful and engaging, 
and that educators can incorporate them into a variety of learning activities. 
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Abstracting from our responses to the scenarios, a useful structure emerges 
for reasoning about cybersecurity tasks: define requirements; adopt an adver-
sarial model and state trust assumptions; identify potential vulnerabilities, 
threats, and risks; devise defenses; evaluate the defenses; and prepare response 
and recovery plans in case of failures. 

These scenarios highlight the importance of adversarial thinking, which 
composes the essential core of cybersecurity and which connects and 
transcends all of the many diverse disciplines therein. Effective cybersecurity, 
however, needs more than abstract adversarial thinking: adversarial thinking 
must also be integrated with deep expertise on a wide variety of relevant 
technical subjects, including, for example, computer networks, operating 
systems, databases, software engineering, hardware, forensics, and behavioral 
psychology. The world would be a more secure place if everyone (including 
computer scientists, engineers, policy makers, students, and educators) 
integrated adversarial thinking into their everyday work and thereby 
meaningfully improved their policies, practices, goods, and services. 
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